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Abstract 

We present two new proofs of the independence of sample mean and variance for two independently, identically and normally 
distributed random variables.  
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1 INTRODUCTION 

The independence of sample mean and variance of independently, identically and normally distributed variables is essential 

in the basic definition of Student -statistict [1] and also in the development of many statistical methods. For a sample of 

size ,n  it is usually proved using the independence of X  and 1( ,X X 2 ,X X , ),nX X  (see e.g. Theorem 1, 

p.340, [2]), but this requires background on independence of functions of random variables (Theorem 2, p.121, [2]) that may 

not be easily accessible to beginning undergraduate students.  

There are several proofs of the independence of sample mean and variance, the popular of which seems to be the one due 

to[3]. It uses moment generating function of chi-square variable conditional on sample mean and as such not straightforward.  

Therefore, proofs accessible to undergraduate students have been an issue of discussion. See for example, [4] and also 

American Statistician, 1992, Volume 46, No. 1, pp. 72-75.  

In this note, we present two new proofs. The first one is a direct proof of independence of sample mean and variance but 

for a sample of size 2 with a view to shedding light on the topic and to inspire students and instructors. Though we use 

moment generating function but unlike Shuster’s proof we avoid the use of conditional distributions. The second one seems 

to be simplest of all other proofs though it requires the evaluation of a double integral and a sense of origin invariance of 

sample variance. 

2 THE IMPORTANCE OF THE RESULT 

The derivation of t-distribution by [1] required the independence of sample mean and variance. Though it was not clearly 

mentioned in the paper, [5] figured out that the independence of sample mean and variance was implicitly assumed. The 

independence of mean and variance was proved by [3] using a mathematical tool provided by Fisher. This happened one 

year before Student passed away. [7] points that Helmert proved that sample mean and variance are independent. Because of 

this historical fact, [8] recommended calling the joint distribution of the two random variables “Helmert’s Distribution”.  

Lukacs (1942) presented an easier proof of the result: 

If the variance (or second moment) of a population distribution exists, then a necessary and sufficient condition for the 

normality of the population distribution is that sample mean and variance are mutually independent. Since then many authors 

including [8], [9], [10], [11], [3], [4] and [12] came up with different proofs and characterizations.  
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The independence of mean and variance extends to a broader class of distributions when the iid restriction of the sample 

is relaxed. For example, it is well known that if  
1 2( , ,..., )nX X X  has an n-variate normal distribution with an 

exchangeable covariance pattern, that is, 
2( ) ,jV X    

2( , ) ,j kCov X X   
1

1,
1n

  


 < 1, for 1,2,...,j n   and 1,2,...,k n  

(c.f. [10], pp. 196–197).  [13], in an expository article, also demonstrated independence of mean and variance based on non-

iid samples from populations with specific mixture structures. It has been proved, see for example, [14] that t-statistic based 

on elliptically symmetric distributions has Student t-distribution. The t-statistic based on many skew normal distributions has 

also Student t-distribution. See, for example, [15]. 

Also t-statistics based on a joint distribution proposed by [16] follow Student t-distribution. [17] came up with vertical 

density representation that includes a brod class of distributions that guarantees that t-statisic has a Student t-distribution.  

The above proves that normailty is not a necessity as has been thought of over the decades.  

However, even with all these developments, we feel there is no direct and simple proof of the independence of  mean and 

variance.  

3 MAIN RESULTS 

Let
1X  and 

2X have an arbitrary 2-dimensional  joint distribution. We define the sample mean x  and 
variance 

2s  by 
1 2nx x x   and 

2 2

1 22 ( )xs x x    respectively. Since 
2~ ( ,  / ),X N n 

 
the moment 

generating function 1 1( ) [exp( )]
X

M t E t X of X  is known to be  
2 2

1
1( ) exp ,

2
X

t
M t t

n




 
   

 
 which simplifies to 

2 2

1
1 1( ) exp

4
X

t
M t t




 
  

 
for a sample of size 2.  

The moment generating function 2

2

2 2( ) [exp( )]
S

M t E t S of 
2S  with degrees of freedom 1m   is given by 

2

2 22

2 2
2 2

( ) exp ,US

t tmS
M t E M

m m

 



    
     

    
 

where, U  has a 
2  with 1m   degrees of freedom. Then for 2,n   we have, 

2 2
2

2

1
( ) ,

1 2
S

M t
t 




where 2 2
.

2

m
t


    

 

For the history of the distribution of sample variance or of chi-square based on normal distribution, see [6]. 

 

Theorem 3.1 Let the random variables 
1X  and  

2X be independently, identically and normally distributed with 

1( )E X   and 
2

1( ) .Var X   Then the joint moment generating function of the sample mean X and 

variance 
2

XS satisfies 2 21 2 1 2,
( , ) ( ) ( )

X X
XX S S

M t t M t M t  and hence X  and 
2

XS are independent.  

                        

First Proof. For two observations
2 2

1 2
2 ( ) .

x
s x x   The joint moment generation function of 

1 2
( ) / 2X X X   

and 
2

X
s is given by 

2
1 2

2 1 2,
( , ) ( ).X

X

t X t s

X s
M t t E e    Letting ,X Z    or, ,j jX Z   1,2,j   we 

have 2

2 2

1 2 1 2,
( , ) exp[ ( ) ( ],

X
ZX s

M t t E t Z t s      where, ,j jX Z   1,2.j   Obviously
 

2 2 2

1 2 1 2

1 1
[( ) ( )] ( ) ,

2 2
Zs Z Z Z Z          and ( )

jZ jf z is the density function of standard normal 

variable ,jZ  1,2.j   Then we have, 
 

2
1 2

2 2

1 2 1 2 1 2 1 2,
( , ) exp ( )] ( ) ( ) ,Z Z ZX S

M t t t z t s f z f z dz dz  
 

 
     

 
 

which can be written as, 
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1
2

1 2

2 2

1 2 1 1 2 2 1 2 1 2 1 2,

1 1
( , ) exp ( ) ( ) ( ) ( ) .

2 2

t

Z ZX S
M t t e t z z t z z f z f z dz dz  

 

 

 
    

 
                      (3.1) 

 

Since the exponent of the exponential function in the above integrand is  

2 2 2 2

1 1 2 2 1 2 1 2

1 1 1
( ) ( ) ( ),

2 2 2
q t z z t z z z z      

 
(3.1) can be written as  

1
2

2 2
21

1 2 22,
2

( , ) exp ( ) ( ) ,
4(1 )

t

W YX S

t
M t t e f w M t w dw

t

 








 
  

 


                                              

(3.2) 

where,  1

2 2

2 2

1
~ ,  

2(1 ) 1

t
W N

t t



 

 
 

  
and  1

2 2

2 2

1
~ ,  .

2(1 ) 1

t
Y N

t t



 

 
 

  
 

Having written out 
2

2( )YM t w and used in (3.2), we have  

2

2 2

1
1 2 1 2, 2

2

1
( , ) exp ( , ),

4 1 2
X S

t
M t t t I t

t


 



 
  

 
 

where, 

22 2
2 2 1

2 22
22

1 2 1 2
( , ) exp  .

2(1 ) 22 (1 )

t t t
I t y dy

tt

  


 





    
    

     


 

The above integral is 1 as the integrand is the density function of 

2

1 2

2

2

1
~ ,  . 

2 1 2

t t
Y N

t

 



 
 

 
 

Thus we have, 

2

2 2

1
1 2 1, 2

2

1
( , ) exp ,

4 1 2
X S

t
M t t t

t






 
  

 
 

 

which is the product of 

2 2

1
1 1( ) exp

4
X

t
M t t




 
  

 
 and 2 2

2

2

1
( ) .

1 2
S

M t
t 




 

 
That is,  2 21 2 1 2,

( , ) ( ) ( ).
XX S S

M t t M t M t  By uniqueness property of moment generating function, it implies the 
independence of sample mean and variance. 

 

The proof for n  observations seems to be straightforward but it is quite involved. 

 

Second Proof. Without any loss of generality, we may assume that 0   and 1.    Then the joint density 

function of the sample is given by 
2 2

1 2 1 2

1 1
( , ) exp ( ) ,

2 2
f x x x x



 
   

 
so that the joint moment generating 

function of X and 
2

Xs is given by  

 

2

2 2 2

1 2 1 2 1 2 1 2,

1 1
( , ) exp( ) exp ( ) ,

2 2X
xX s

M t t t x t s x x dx dx


 

 

 
     

 
   

 

which can be written as,  

 

2

2 22
21 1 1

1 2 2 1 2 1 2,

1 1 1
( , ) exp exp( )exp .

4 2 2 2 2 2X
xX s

t t t
M t t t s x x dx dx
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Then, with the transformation 
1 / 2,i iu x t  ( 1,2),i   we have 

2 2 ,x us s  
1 2 1 2dx dx du du , and hence  

 

2

2

1 2 1 2,
( , ) exp( / 4) ( ; ),

XX s
M t t t I t u                        (3.3) 

where  2 2 2

2 2 1 2 1 2

1 1
( ; ) exp exp ( ) .

2 2
uI t u t s u u du du



 

 

 
   

 
   

The above integral is exactly the same as,  

 

2

2 2 2

2 2 1 2 1 2 1 2 2

1 1 1
( ; ) exp ( ) exp ( ) ( ).

2 2 2 XS
I t x t x x x x dx dx M t



 

 

   
      

   
   

 

Since 
2

1 1( ) exp( / 4),
X

M t t  it follows from (3.3), that 2 21 2 1 2,
( , ) ( ) ( ).

X X
XX s s

M t t M t M t By uniqueness 

property of the moment generating function, this proves that the sample mean and variance are independent. 

The proof for n  observations seems to be straightforward. 

 

4. Conclusion 
 

The independence of sample mean and variance has been proved in Section 3 for a sample of size 2. Since the  
proofs are simple and direct, it will make students and instructors confident about the fundamental theorems of 
statistics. An open problem is to generalize the proofs of this paper to any sample size. Another challenging 
problem would be to identify the family of distributions that enjoy the property of independence of sample mean 
and variance. This will prove the robustness of t-test under broader distributional assumptions.  
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